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Ciprian-Octavian Truică3,12
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Abstract
In this paper, we provide an overview of current technologies for cross-lingual link discovery, and we discuss challenges,
experiences and prospects of their application to under-resourced languages. We first introduce the goals of cross-lingual
linking and associated technologies, and in particular, the role that the Linked Data paradigm (Bizer et al., 2011) applied
to language data can play in this context. We define under-resourced languages with a specific focus on languages actively
used on the internet, i.e., languages with a digitally versatile speaker community, but limited support in terms of language
technology. We argue that languages for which considerable amounts of textual data and (at least) a bilingual word list are
available, techniques for cross-lingual linking can be readily applied, and that these enable the implementation of downstream
applications for under-resourced languages via the localisation and adaptation of existing technologies and resources.
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1. Introduction

As reported by the Nexus Linguarum1 COST Action in
a recent policy brief (Bosque-Gil et al., 2021), the pos-
sibilities for language communities to exploit new tech-
nological advances depends crucially on the availabil-
ity and abundance of richly annotated linguistic data,
which is by definition scarce in under-resourced lan-
guages.
The lack of annotated data is damaging in two ways:
(i) it hinders the use of advanced data-intensive tech-
niques such as deep learning, multilingual embedding
etc, to create a minimum set of basic NLP technologies
and (ii) it hinders the use of those same techniques for
automated enrichment of resources in order to develop
more advanced NLP technologies.
This leaves under-resourced languages in a permanent
state of limbo unless something is done to break the
vicious circle linking the development of tools and an-
notated data.

1https://nexuslinguarum.eu/

1.1. The Multilingual Web of Data
A possible route out of the circle is proposed by Gra-
cia et al. (2012a) who envision a Multilingual Web of
Data (MWD) which would support universal access to
content in any natural language by relying on explicit
mechanisms to exploit and reconcile multilingual data
automatically. This would also be a step towards bridg-
ing the gap between language-independent semantic
content and language- and culture-specific information
needs, in addition to mitigating the bias in the Seman-
tic Web towards English and other resource-rich lan-
guages.
A relatively recent, but continuously growing trend
in this field is the increased adoption of Linked Data
(Bizer et al., 2011) for representing language resources,
a technology that was originally designed to create
synergies between data sources in the Web of Data.
Linguistic Linked Open Data (LLOD), introduced in
2011 by Chiarcos et al. (2011b), has been the focus
of intense research (for a survey see Khan et al., ac-
cepted), and subsequent applications in different indus-
tries (Aguado-de Cea et al., 2016b; Gracia et al., 2020;
Wetzel, 2021; Saurı́ and Grosse, 2021), including at
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present four industry-led pilot projects that address var-
ious facets of cross-language transfer or domain adap-
tation.
Gracia et al. (2012a) propose an architecture and a
roadmap for the implementation of the MWD and enu-
merate a series of prerequisites including (i) Linked
Data as the core of the architecture, (ii) the creation
of a linguistic layer that describes the original LD data
sources without modifying them, and (iii) an archi-
tecture that hinges on two main components, namely:
a layer of multilingual information (composed from
the multilingual linguistic information and multilingual
mappings across the data), and a set of services and
models on top of this layer. These services and models
would help to represent, create and provide support to
the access to multilingual information available in the
former layer of the LD infrastructure. Among these ser-
vices the authors envisage services for generating mul-
tilingual linked data, services for translation and ontol-
ogy localization, services for cross-lingual linkage, and
services for cross-lingual access.
Cross-lingual interlinking is a complex multi-stage pro-
cess as described further in Gracia et al. (2012b), and
this paper forms part of a wider investigation into the
role of cross-lingual interlinking towards the realisa-
tion of MWD. In this paper we focus in particular on
the stage of cross-lingual link discovery. This involves
two subproblems - deciding what resources should be
linked together and addressing the additional complex-
ity arising from the presence of more than one lan-
guage.
Of particular importance for cross-lingual and multilin-
gual technologies in this context is the OntoLex vocab-
ulary,2 widely used for publishing lexical resources on
the web, and specifically designed to facilitate linking
between dictionaries and knowledge graphs (ontolo-
gies), but also applied in a broad number of applica-
tions in digital lexicography, language technology and
the language sciences. One consequence of its popular-
ity is that the majority of data sets currently available
from the Linguistic Linked Open Data cloud.3 are lex-
ical resources.
With the OntoLex vocabulary published in 2016, and
its subsequently increasing adaptation for a large num-
ber of use cases, ranging from lexicography (Bosque-
Gil et al., 2019) to language documentation (Chiarcos
et al., 2017b), linking across different vocabularies has
since then not only become much easier (as the data
is less heterogeneous and more easily accessible on
the web), but also more inclusive to under-resourced
languages, as on this basis bilingual dictionaries for
hundreds of languages have been made available in
machine-readable form.
These technologies represent a basis for developing a
truly multilingual, and linguistically inclusive web with
minimal technological barriers for speakers of both

2https://www.w3.org/2016/05/ontolex/
3https://linguistic-lod.org/

well-resourced and under-resourced languages. Linked
Data is a core technology to achieve cross-lingual link-
ing, with particularly high potential in scenarios in
which small, scattered and heterogeneous pieces of in-
formation need to be integrated, and its application to
research on under-resourced languages has been dis-
cussed for more than a decade (Poornima and Good,
2010).

1.2. Classifying Under-resourced Languages
(Moran and Chiarcos, 2020) distinguish four degrees of
under-resourcedness defined by representative linguis-
tic resources they are lacking:

1. Lack of language data – a general lack of lan-
guage documentation and description (no substan-
tial grammars, dictionaries, or corpora).4

2. Lack of accessible language data – resources exist
but not in a form that can be easily processed, e.g.,
because they are not available in digital form or
accessing them requires legacy hardware or pro-
prietary software.5

3. Lack of language technological support – there is
accessible language data, e.g., texts from the in-
ternet or social media, but there are no or insuffi-
cient NLP tools, linguistic annotations, lexical re-
sources,6

4Typical category 1 languages are languages that are en-
dangered or spoken in remote areas such as, for example,
Jarawa (ISO 639-3 anq), an Ongan language spoken on the
Andaman Islands, less than 300 speakers. Available language
material includes word lists as part of linguistic treatises on
selected aspects of grammar but no extant texts. The lan-
guage is not used on the internet. A possible sister language,
Sentinelese (ISO 639-3 std) is fully undocumented but only
suspected to be related for geographical reasons and ethno-
graphic parallels.

5Khinalug (ISO 639-3 kjj), 3,000 speakers, spoken in the
Caucasus – available language material (in print, not digital)
consists of three grammars with word lists and glosses, one
dictionary (unpublished, so far), a partial Bible translation
(unpublished) and a few brochures with poems and stories
used for teaching the language to the next generation (only
available locally). The language does not have a standard
orthography and is not used on the internet.

6This is the situation for the majority of languages used
over the internet, including widely used languages such as
Hausa (ISO 639-3 hau), the 2nd most used language of
Africa. We are not aware of publicly available Hausa cor-
pora with linguistic annotations, but the language is widely
used on the internet, and because of the abundant amounts of
data, there have been academic experiments with Hausa cor-
pora, e.g., (Chiarcos et al., 2011a), as well as applications of
machine translation (e.g., in Google translate). However, a
systematic development of dedicated NLP tools and the nec-
essary pre-requisites seems to have begun only about a year
ago (https://github.com/hausanlp/hausanlp).
The primary electronic dictionary for Hausa (http://
maguzawa.dyndns.ws/) dates from the 1930s (Bargery,
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4. Limited interoperability of available data and
tools – there are annotated corpora, tools and lex-
ical resources, but they are not designed to work
together, so that the language does not have a com-
plete and consistent NLP stack. This is the typ-
ical situation of smaller national languages and
roughly corresponds to the status of English about
25 years ago.7

Categories 1 and 2 apply to languages that lack us-
able digital data, e.g., historical languages, small
speaker communities in developed countries, speaker
communities in remote areas or speaker communities
marginalized for political reasons, and these are what
Moran and Chiarcos (2020) have been focusing on as
they pertain the most elementary needs of researchers
and speakers. Category 4, on the other hand, has been
the original motivation for the application of the Linked
Open Data paradigm to language technology and the
language sciences, so that this aspect is exceptionally
well covered, e.g., in the recent textbook by Cimiano et
al. (2020a). Category 3, however, has experienced less
coverage, and we address this gap by discussing the
role that technologies for cross-lingual link discovery
can play in this context. We specifically focus on lan-
guages that are being actively used for communicating
over the web (so, textual data, and, most likely, gram-
matical descriptions and word lists are available) and
the needs of their speakers to participate in the flow of
information and goods over the internet.

1.3. Dealing with Category 3 Languages
This set of languages has been given various labels
in the literature. Perhaps the oldest is “low-density
languages” (Jones and Havrilla 1998). The terms
“medium- density” and “lower-density languages”
have also been coined (e.g., Maxwell and Hughes

1934) and uses an outdated orthography. Moreover, we
are not aware of any tools or dictionaries that support both
(Latin-based) Boko and (Arabic-based) Ajami orthographies
of Hausa so that language technology coverage for the lan-
guage is partial, at best.

7Georgian (ISO 639-3 kat) can be considered
a Category 4 language. There are substantial web
corpora (e.g., https://wortschatz.uni-
leipzig.de/en/download/Georgian), dictionaries
(e.g., https://github.com/acoli-repo/acoli-
dicts/blob/master/stable/panlex/biling-
tsv/panlex-20191001-csv-tsv/ka.zip), and
a national corpus with dedicated NLP tools that are
available as web services http://gnc.gov.ge/gnc,
but also a number of independent efforts which are
not coordinated with each other, e.g., a syntactically
annotated parallel corpus (Kapanadze, 2014, GRUG),
and a number of annotation tools developed at the Ilia
State University, Georgia, e.g., the QartNLP lemmatizer
https://qartnlp.iliauni.edu.ge/lemma. With
the latter, the GNC and GRUG morphologies, at least three
independent finite state morphologies for Georgian seem to
be in existence.

2006). The latter term specifically refers to “the
amount of computational resources available, rather
than the number of speakers any given language might
have” (Maxwell and Hughes 2006; Meyers et al. 2007).
The amount of accessible data, regardless of language-
speaker quantities, is the theme that binds these various
terms together.
Moran and Chiarcos (2020) provide a recent overview
of the application of Linguistic Linked Open Data
technology for creating and using datasets for under-
resourced languages, but with a focus on applications
in linguistics and the humanities. Most notably, their
understanding of under-resourced languages particu-
larly pertains to challenges in language documenta-
tion and linguistic typology, i.e., scenarios where not
even substantial amounts of (digital or other) text are
available, but merely field notes, linguistic treatises and
word lists.
This paper complements the discussion of under-
resourced languages and linking technologies with a
different angle, by focusing on languages that are ac-
tively used, e.g., on the web and in social media, but
which have limited (or no) technological support in
terms of language technology or information technol-
ogy in general. In this scenario, we can expect that tex-
tual data and dictionaries (or word lists) are available,
but neither extensive language resources nor richly and
deeply annotated corpora or tools to produce such an-
notations automatically. The question our paper tries to
answer is how cross-lingual linking techniques can be
used to facilitate the development of language technol-
ogy and language resources for under-resourced lan-
guages.
While we focus on under-resourced languages for
which there is limited language technology, we make
what we believe to be reasonable minimal assump-
tions concerning availability of data, namely that the
language has (i) at least rudimentary lexical resources
(say, word lists), but not more mature resources such as
WordNets or rich ontologies, and (ii) that we have dig-
ital text, but no significant amounts of annotated data
from which to train state-of-the-art NLP tools.
The fundamental challenge here is to exploit languages
with richer resources or more developed language tech-
nologies to benefit the under-resourced language from
their respective solutions. In this paper we argue that
the discovery, creation and deployment of appropriate
cross-lingual links is of key importance in addressing
that challenge.

2. Cross-lingual Link Discovery
Cross-lingual links provide the means to align mate-
rial in one language to material in another and are
thus the building blocks for different multilingual re-
sources. These links are a way of storing informa-
tion that adds value to all resources linked and that
could be difficult to find otherwise (Chiarcos et al.,
2013). Once established, links among resources and
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languages reduce the effort needed to create and en-
rich future resources. Resources aligned thus have been
shown to improve word, knowledge and domain cover-
age. They serve in the creation of new multilingual lex-
ical resources such as ConceptNet (Speer et al., 2017),
Yago (Suchanek et al., 2007) and BabelNet (Navigli
and Ponzetto, 2012a). In addition, they can improve
performance of NLP tasks such as word sense disam-
biguation (Navigli and Ponzetto, 2012c), semantic role
tagging (Xue and Palmer, 2004) and semantic relations
extraction (Swier and Stevenson, 2005).
In general the process of creating links from existing
language resources essentially involves two steps: (i)
discovery of which data items in different RDF datasets
to link with respect to a given relation R, and (ii) link-
ing them together by creating a new RDF triple using
e.g. owl:sameAs.
The link discovery problem with respect to a relation R
expressed by the link is defined thus: given two sets of
resources S and T , find all pairs (s, t) ∈ S×T such that
R(s, t) holds (Nentwig et al., 2017). Useful analyses
of the link discovery process are provided in surveys
by these authors as well an earlier one by Ferrara and
Nikolov (2011).
Both surveys make it clear that matching operation
which decides whether a pair of data items satisfy the
R is central, and may be set up in different ways ac-
cording to the kind of items linked, the nature of the
relation R etc. For example, Cimiano et al. (2020a),
suggest a four-way classification of link discovery tech-
niques: terminological (use of string-based compari-
son methods and linguistic methods to compare text);
structural (exploit the organisation and internal struc-
ture of dataset elements); extensional (employ the so-
called extension of classes in terms of individual ele-
ments sharing the class in the set), and semantic (based
on the model-theoretic semantics of RDF and OWL).
The two most extensively used frameworks for
link discovery are SILK (Volz et al., 2009) and
LIMES (Ngonga Ngomo and Auer, 2011) both of
which offer a user interfaces for customising the
discovery process and manipulating data and links.
LIMES in addition focuses on the incorporation of
machine learning algorithms and optimisation of the
search process.
Unfortunately, few such frameworks have cross-lingual
capabilities. One example is Lesnikova (2013), where
the authors proposes a language-oriented approach to
align RDF graphs based on natural language terms
present within the graphs. In this approach, a compar-
ison is carried out between the language data of each
URI in two datasets. To this end, the RDF graph is con-
verted into documents, called virtual documents. The
usage of virtual documents is motivated by the idea
that identical entities across two graphs can be com-
pared independently from their structures. As a re-
sult, the most similar representations are identified us-
ing machine translation techniques and a vector space

model. Finally, the aligned triples are created with the
owl:sameAs property.
A comprehensive overview of link discovery and rep-
resentation which also includes consideration of the
cross-lingual case is given by Cimiano et al. (2020b).

3. Creating Resources with Cross-lingual
Links

Above we have suggested that cross-lingual link dis-
covery is of key importance in helping to create new en-
riched resources which serve for development of NLP
technologies for under-resourced languages. In this
section, we shed light on some of the major tasks where
cross-lingual link discovery has indeed played such a
role with respect to well-resourced languages, provid-
ing a concise but essential survey on previous methods
and approaches. Section 4 then describes their applica-
tion to low-resource languages.

3.1. Resource Creation and Enrichment
Cross-lingual link discovery has related to both the cre-
ation of new resources from existing ones, and to the
enrichment of existing resources by adding more data
to increase diversity and multilingualism.
In this regard, Sánchez-Rada and Iglesias (2016) pro-
pose a LD approach to represent emotion with a focus
on lexical resources and emotion analysis services. The
ontology that models emotion analysis, called Onyx,
comes with a semantic vocabulary of emotions that
is integrated with a few other well-known vocabular-
ies, such as Lemon8, NIF9 and the Provenance Ontol-
ogy10. Moreover, Onyx provides formalisms to align
lexical entries with external resources such as Word-
Net (Miller, 1995) and DBpedia11. Therefore, this
ontology increases interoperability across resources in
different languages by bridging LD with semantic and
emotion analysis.
Caracciolo et al. (2012) describe the creation and main-
tenance of the AGROVOC multilingual thesaurus in
LD. This thesaurus covers areas of interest to the Food
and Agriculture Organisation (FAO) and is aligned with
other multilingual knowledge organisation systems re-
lated to agriculture, using the SKOS properties exact
match and close match. Alignments are automatically
produced using a custom-designed tool based on string
similarity matching algorithms. The candidate map-
pings are then validated by a domain expert who con-
sidered skos:exactMatch between validated enti-
ties.
Interlinear glossed text (IGT) is a popular notation used
in various fields of linguistics and provides syntac-
tic and semantic annotations that allow the reader to

8https://lemon-model.net/
9https://persistence.uni-leipzig.

org/nlp2rdf/ontologies/nif-core/nif-
core.html

10https://www.w3.org/TR/prov-o/
11https://www.dbpedia.org/
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follow the relationship between a source text and its
translation. (Chiarcos et al., 2017a) propose a rep-
resentation of IGT data in RDF, along with convert-
ers from two popular IGT frameworks and an auto-
matic linking procedure with dictionaries, such as DB-
nary (Gilles Sérasset, 2012 2022), (Sérasset, 2015)
multilingual resource. The proposed RDF representa-
tion uses a shallow RDFS data model, isomorphic to
the original data structures which does not provide rich
semantics. However, it does guarantee that representa-
tions are transparent, familiar to their user community,
and easily linked to external resources.
BabelNet (Navigli and Ponzetto, 2012b), a well-known
multilingual semantic network that integrates Word-
Net12, a lexicographic resource, and Wikipedia13, an
encyclopedic knowledge resource, has been converted
into a LD representation, using lemon (Ehrmann et al.,
2014). The result is an interlinked multilingual lexi-
cal resource accessible as LOD which can be used not
only to enrich existing datasets with linguistic informa-
tion, but also to support the process of mapping datasets
across languages14.

3.2. Bilingual Lexicon Induction
Bilingual Lexicon Induction (BLI), also known as
translation inference, is the task of inducing new trans-
lation pairs based on monolingual, bilingual or multi-
lingual dictionaries or lists of words. Thus, one way
to create a bilingual lexicon between languages X and
Z is by triangulation, whereby we make use of a pair
of existing bilingual lexicons that share a common lan-
guage Y (given lexicons X-Y and Y-Z, bootstrap X-Z)
or a common word-sense representation.
A bilingual dictionary associates terms in one language
to equivalent terms in a second language by represent-
ing cross-lingual links in an efficient way. The creation
of any such resource requires links to be explicitly rep-
resented, and this can only take place after a discovery
phase that identifies the term or terms in a target lan-
guage that are semantically equivalent to a given source
term. A range of discovery methods have been pro-
posed e.g. based on machine learning (Donandt et al.,
2017), graph-based algorithms (Villegas et al., 2016;
Torregrosa et al., 2019), or the use of an intermediate
pivot language (Tanaka and Umemura, 1994).
The need to evaluate BLI approaches has motivated
the TIAD (Translation Inference Across Dictionaries)
shared task15 which started in 2017 and is aimed at ex-
ploring methods and techniques for automatically gen-
erating new bilingual (and multilingual) dictionaries
from existing ones in the context of a coherent experi-
ment framework that enables reliable validation of re-
sults and solid comparison of the processes used.

12https://wordnet.princeton.edu/
13https://www.wikipedia.org/
14The last available version of BabelNet as LLOD is 3.6.

Later updates do not contain updates of the LD version
15https://tiad2021.unizar.es/

There are several ways in which LD can play a crucial
role in BLI. First, by providing standard representa-
tion mechanisms for lexicons and translations between
them. Second, by providing access and querying mech-
anisms to graphs of bilingual dictionaries on the Web.
Finally, the graph-based techniques for BLI encounter
in LD graphs a natural application scenario, given the
graph nature of RDF. This is illustrated by the fact that
TIAD is using the Apertium RDF graph (Gracia et al.,
2018) as basis of its recent campaigns (Kernerman et
al., 2020; Gracia et al., 2019).
An approach to support BLI from a modelling point of
view is exemplified in Aguado-de Cea et al. (2016a)
which describes how bilingual connections across a set
of dictionary resources for different languages, such
as K Dictionaries16, can be transformed into a linked
representation using the Ontolex-Lemon Vartrans mod-
ule (Bosque-Gil et al., 2017).
A way to achieve BLI is by searching whether monolin-
gual links already exist from source term ws and target
term wt to a shared sense inventory. The search pro-
cess minimally involves computation of the following
relation:

{< ws, wt > |sense(ws, σ) ∧ sense(wt, σ)}

that is, pairs of source and target words sharing a sense
σ where sense(w, s) embodies the relation between a
word w and a word sense s. Clearly this computation
involves two monolingual sense queries and an inter-
section operation. This is actually the way in which
links between Apertium RDF (Gracia et al., 2018) and
the LD version of BabelNet (Ehrmann et al., 2014)
(acting as sense inventory) were established.
Similarly, Fang et al. (2016) describe the process of
creating a Chinese lexicon enriched with links to DB-
pedia (using the equivalence relations found in DBpe-
dia) and BabelNet (using BabelNet category labels to
disambiguate and link synsets).

3.3. Lexical Alignment
Conversion of an existing lexical resource to an estab-
lished LOD format facilitates alignment with other re-
sources on the LLOD cloud, which not only enriches
the original resource, but also the resources to which
the links are made.
A concrete example is lemonUBY (Eckle-Kohler et
al., 2015), created by the conversion of UBY (Eckle-
Kohler et al., 2012), a large repository of lexical re-
sources, to lemon, thus facilitating the production of
links to the OLiA reference model, and in turn to uni-
versal linguistic terminologies such as GOLD and ISO-
cat. Provided that annotations are correct, links be-
tween lemonUBY and other lexical resources in the
LLOD and can sometimes be discovered automatically
based on shared lemma and POS information.

16https://www.lexicala.com/k-
dictionaries
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Another example of resource creation though lexical
alignment is LIDIOMS Moussallem et al. (2018), a
multilingual resource in LD format containing mul-
tiword expressions in five languages (English, Ger-
man, Italian, Portuguese, Russian). String similarities
were the basis for the discovery of links to other exist-
ing LD resources DBnary (Sérasset, 2015) and Babel-
Net (Navigli and Ponzetto, 2012b) with LIMES algo-
rithms (Ngonga Ngomo, 2012) for the former, through
the rdfs:label property using trigram similarity to
which an acceptance threshold of 0.85 was set. For
links to BabelNet, a manual comparison was made be-
tween the skos:definition property from LID-
IOMS and the bn-lemon:definition property
from BabelNet.

4. Application to Under-Resourced
Languages

With the technologies described in the last section, nu-
merous novel functionalities can be enabled for under-
resourced language. Below, we focus on category 3
languages - those for which, minimally, we have at least
substantial amounts of digital text available and a word
list.

4.1. Methods
On this basis, three general methods can be envis-
aged as a result of linking: (i) the induction of addi-
tional lexical resources, (ii) the enrichment of exist-
ing knowledge graphs and ontologies with labels in the
under-resourced language and (iii) the dynamic multi-
lingual querying of knowledge bases by means of lexi-
cal databases and the federation features of SPARQL.

4.1.1. Lexicon Induction
We have seen how LD-based BLI allows the discovery
of new translation relations between initially discon-
nected language pairs. This can bring direct benefits to
under-resourced languages, with the potential of creat-
ing a number of new multilingual/bilingual resources
around a given language and thus enabling direct and
indirect connections with other resources in other lan-
guages.
For instance, the Apertium RDF graph contains lex-
icons and translations of a number of minority lan-
guages (e.g., Aragonese, Occitan, Esperanto, Maltese,
etc.) which are now part of a single unified graph and
have the potential, through BLI methods, to be fur-
ther enriched with translations into more languages.
The net effect, then, is to reduce the level of under-
resourcedness of the language in question.
It is important to emphasize that the possibility to link
into a graph of resources is not in itself a solution to
the problem of under-resourced languages. However,
it provides a basic level of infrastructure that opens
the door to a wide variety of (as yet undiscovered)
methods for searching, exploring and discovering re-
lations between data elements in under-resourced lan-

guages, which are relatively isolated, and those in well-
resourced languages, which are not.

4.1.2. Multilingual enrichment
Unlike resource creation creation and enrichment as
introduced above, a specific application scenario for
under-resourced languages is the lexicalization of a for-
eign language knowledge graph into those languages.
Minimally, this means augmenting an existing resource
with new labels in the under-resourced language. With
such target language labels, any knowledge graph can
be queried and processed for application with data from
the under-resourced language.
As an example, Araúz et al. (2011) use multilingual
labels as a simple but powerful method for concep-
tual matching. In particular, they link their EcoLexi-
con, a multilingual terminological knowledge base on
the environment, with DBpedia (Lehmann et al., 2012),
GeoNames17, and GEMET, the GEneral Multilingual
Environmental Thesaurus18. The discovered links are
represented using owl:sameAs. Their method takes all
the English variants of a term expanded with equiv-
alences in other languages and explores coincidences
with the multilingual labels of the target term. There
is a problem, though, if polysemy occurs at a cross-
linguistic level. In that case, they add category mem-
bership information to the linking algorithm (e.g., to
indicate domains such as “geography” or “oceanogra-
phy”).
This methodology can be trivially applied to any lan-
guage for which a machine-readable bilingual word list
is available, so that novel, localized knowledge bases
can be bootstrapped with minimal effort. Such link-
ing tasks are particularly easy to perform if word lists
(or bilingual dictionaries) are available in a machine-
readable form that is compatible with the knowledge
graph under consideration, i.e., by using web standards
such as RDF and update (delete/insert) and construct
operators in SPARQL(Harris et al., 2013) over RDF-
encoded data. Indeed, this has been one motivation
for developing the OntoLex vocabulary and for link-
ing OntoLex-encoded dictionaries with a knowledge
graph, where OntoLex provides an RDF vocabulary for
lexical resources on the web (and indeed, bilingual dic-
tionaries for many under-resourced languages are be-
ing provided in OntoLex, e.g., (Westphal et al., 2015;
Chiarcos et al., 2020; Abromeit et al., 2016)).
Moreover, the application of SPARQL is not limited to
compiling novel resources. In fact, the concept of fed-
eration (Buil-Aranda et al., 2013) is a fundamental de-
sign principle of SPARQL, so that distributed resources
can also be processed on-the-fly. This is illustrated in a
small show-case for cross-lingual querying.

17https://www.geonames.org/ontology/
18https://www.eionet.europa.eu/gemet/

en/themes/
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SELECT DISTINCT * WHERE {
?entry ˆdbnary:isTranslationOf

/dbnary:writtenForm "bagan"@bm.
?t dbnary:isTranslationOf ?entry;

dbnary:targetLanguage lexvo:eng;
dbnary:writtenForm ?translation.

SERVICE <https://dbpedia.org/sparql> {
SELECT DISTINCT * WHERE {
?a rdfs:label ?translation.
?b a ?a

}
}

} LIMIT 100

Listing 1: Querying DBpedia from Bambara term
”bagan” (animal)

4.1.3. Cross-lingual querying
Thanks to the ever-growing number of language re-
sources available in the LLOD, it becomes possible to
easily provide cross-lingual querying services even for
under-resourced languages.
Such a service can easily be crafted using any existing
SPARQL endpoint offering federated queries. As an
example we present a simple scenario where users of
an under-resourced language (e.g. Bambara) want to
query the DBpedia (Lehmann et al., 2012) ontology for
instances of category ”bagan”@bm (animal). It must
be noted that DBpedia does not incorporate the (still
embryonic) Bambara wikipedia language edition.
The service works in two steps. First candidate trans-
lations are obtained from the query language to the
ontology language; then the ontology is queried us-
ing the candidates. In this example, we use DBnary
(Sérasset, 2015) as a lexical resource for translations.
The Bambara query term is not translated to/from En-
glish, hence, the query will make use of a pivot entry to
translate from Bambara to English.
Listing 1 gives an example of a single query performing
both steps thanks to SPARQL federated queries19.
This toy example could be elaborated further to make
use of any other lexicon available in the LLOD cloud,
provided that it is accessible through a SPARQL end-
point. Note that this service comes for “free” for the
under-resourced language user who does not have to
setup any specific hardware or software. Moreover, as
the service relies on online resources its quality will
evolve with the resources.

In the remainder of this section, we describe applica-
tions of these methods and tools built on top of them
and show how these could improve the situation of
under-resourced languages, respectively case studies in
which resources for under-resourced languages have
been created.

19The reader may want to try this query online at https:
//tinyurl.com/bam-bagan-federated-query

4.2. Named Entity Recognition
Named entity recognition (NER) is the task of identi-
fying and classifying key objects (entities) in text. An
entity is a (real, abstract or imagined) thing that words
or a string of words in a text refer to. Traditional NER
deals primarily with recognising and categorizing enti-
ties (e.g. persons, locations, organisations) but if enti-
ties are present in a knowledge graph or an ontology,
and a link between the text and this knowledge base is
created, the activity is referred to as entity linking.
Entity linking is a key technology because it enables
a range of downstream applications based on the fun-
damental connection between language, objects in the
world, and the available knowledge about those ob-
jects. It also enables semantic search (based on mean-
ing rather than words). NER and entity linking are of
great importance, and resources for NER need to ad-
dress the problem created by the fact that the same en-
tity can have different names in the same language. The
problem is compounded when different languages are
involved and clearly this is particularly acute for under-
resourced languages.
Various approaches tackle the task of linking entities in
multiple languages. Blissett and Ji (2019) encode the
orthographic similarity of mentions using bidirectional
Gated Recurrent Units architecture and then cluster
them using DBSCAN with the objective of maximiz-
ing the CEAFm F-score. Experiments using Tigrinya
and Oromo show a great improvement over edit dis-
tance for linking entities.
LODeXporter (Witte and Sateli, 2018) is a flexi-
ble component for the GATE (General Architecture
for Text Engineering) framework (Cunningham et al.,
2013) used to generate URIs for LOD triples from tex-
tual data for automatic Knowledge Base construction.
This enables a contribution sentence found in a doc-
ument together with associated concepts (e.g., named
entities) to be described and queried using SPARQL to
find all documents that contain the sentence as well as
all their mentioned topics. The authors conclude that
LODeXporter enables NLP framework users to easily
generate knowledge bases in a LOD-compliant format
and easily connect with different web vocabularies.
NER use cases exist for several under-resourced lan-
guages.
For Romanian, Mitrofan (2017) have bootstrapped
a corpus for Biomedical Named Entity Recognition
(BioNER), a particularly complex task due to the spe-
cialized medical terminology that is hard to correctly
identify and where there can be multiple name conven-
tions for the same biomedical concept. The corpus con-
sists of ≈ 300k sentences and 7 million tokens. ≈ 40k
tokens were manually annotated and checked by a med-
ical expert. The rest of the labelled Name Entities were
automatically detected using a bootstrapping method
using Word2Vec to extract the word embeddings, and
then a Partitioned Convolutional Neural Network for
classification. This corpus was then added to the first
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Romanian medical treebank, SiMoNERo (Mititelu and
Mitrofan, 2020).
NER use cases are also successfully applied in under-
resourced languages Latvian and Lithuanian. These
two Baltic languages display rich morphology and fea-
ture high morphological ambiguity together with a rel-
atively free order of constituents in sentences, making
NER more difficult. Pinnis (2012) presents TildeNER
as an open source used for NER in Latvian and Lithua-
nian. It was evaluated relying on human annotated
gold standard test corpora for Latvian and Lithuanian
languages. The use case developed toolkit TildeNER
comprises wide configuration possibilities for various
NER tasks such as aid in question answering, machine
translation, keyword extraction, etc., where different
requirements for higher precision could be applied.
Ehrmann et al. (2016) have proposed JRC-Names,
a named entity resource rendered as LD data using
lemon. The resource offers large-scale data integra-
tion, e.g. cross-lingual mapping, and web-based con-
tent processing, e.g. entity linking. To link en-
tities with their correct counterpart, JRC-Names of-
fer inter-linking between existing datasets, i.e., DBpe-
dia (Lehmann et al., 2012), New York Times, and Talk-
Of-Europe, and uses other controlled vocabularies, i.e.,
LexInfo (Cimiano et al., 2011), OLiA (Chiarcos and
Sukhareva, 2015), and LexVo (De Melo, 2015). Impor-
tantly, the lemon representation of the resource retains
the lexical sense of the named entities for translation
purposes.

4.3. Terminology Extraction
Terminology extraction denotes the identification of
single- or multi-word terms in texts and ideally re-
lations between groups of synonymous and equiva-
lent terms. For Lithuanian as a representative under-
resourced language, Rokas et al. (2020) achieve com-
parable results to high-resource term extraction with
a small dataset of 1,258 manually annotated terms
in the cybersecurity domain by utilising a Bi-LSTM
model that performed best when trained with BERT
embeddings (Devlin et al., 2018). In order to bene-
fit from multilingual pre-trained language models for
link discovery, the relational knowledge inherent in
these models needs to be explicated. To this end,
(Oliveira, 2021) acquire lexico-semantic relations from
a pretrained BERT model for Portuguese by predict-
ing entities in lexico-syntactic patterns, e.g. “um
[MASK] é uma parte de X 1” (part-of) where the
X 1 is given and [MASK] has to be predicted. Simi-
lar to high-resource languages, this approach achieved
the highest performance for hypernymy. Interlink-
ing resulting relation instances to existing resources,
such as the OpenWordNet-PT, would make them avail-
able within the Open Multilingual WordNet resources
(Gonçalo Oliveira et al., 2021) facilitating cross-lingual
linking. (Wachowiak et al., 2021) propose to combine
term and relation extraction from monolingual text in a

pipeline approach by fine-tuning two separate instances
of XLM-R (Conneau et al., 2020). While trained on
English and German, the approach has been evaluated
on other languages benefiting from the underlying mul-
tilingual model, including Romanian and Portuguese.
Predicted relations build on a pre-specified typology,
including generic, partitive, spatial, origination rela-
tions, which eases their alignment across languages.

4.4. Cross-Lingual Embeddings and
Translation Inference

Word embeddings are dense real-valued vector repre-
sentations of words that are closer in vector space if
their meaning is similar. In under-resourced languages,
the absence of large text corpora for training word em-
beddings represents a challenge. Cross-lingual word
embeddings have been trained by connecting monolin-
gual corpora in two different languages by means of
bilingual dictionaries (see (Ruder et al., 2019) for an
overview). Adams et al. (2017) train cross-lingual
word embeddings for under-resourced languages by
showing their ability to perform well even with scarce
data on the target language side and plentiful data on
the source language side. Thereby, cross-lingual em-
beddings enable model transfer between resource-rich
and under-resourced languages in a common vector
space. In Hartung et al. (2020) this idea is developed
further in the form of cross-lingual projection, where
source and target language are jointly trained utilising
bilingual lexicons and only for the former are annotated
data required for training a sentiment analysis model.
The authors specifically address the application poten-
tial of language resources in the LLOD cloud in vari-
ous multilingual NLP tasks, which has also been prac-
tically shown in e.g. (Gracia et al., 2020; Allgaier et al.,
2021). For instance, Gracia et al. (2020) gather LLOD
translations, specifically from Apertium RDF, to enable
transfer of sentiment knowledge from one language to
another without the need to retrain the model.
For the task of translation inference, that is, learning
new bilingual dictionaries from existing ones, Donandt
and Chiarcos (2019) create sense embeddings for the
source language building on OntoLex sense annota-
tions in Apertium and predict word embeddings in the
target language on this basis. Towards the same end,
Lanau-Coronas and Gracia (2020) build on combin-
ing graph exploration and cross-lingual word embed-
dings to derive translations from the Apertium RDF
graph that are not directly connected. Chakravarthi et
al. (2019) train multiple source and target languages
in a Neural Machine Translation (NMT) model simul-
taneously, relying on transliteration of under-resourced
languages on the target side, bringing closely-related
languages into a single script. To this end, the authors
rely on English WordNet senses to obtain contextual
data that share semantic information to be translated to
the Dravidian languages Tamil, Telugu, and Kannada.
Another powerful scenario of utilising NMT for gen-



erating under-resourced language data from and with
LLOD is the generation of text from RDF triples. To
this end, Kasner and Dušek (2020) fine-tune the pre-
trained NMT model mBART (Liu et al., 2020) for the
RDF-to-text generation in English and Russian. These
approaches present the utility of LLOD resources for a
variety of under-resourced NLP tasks, from translation
inference and text generation to sentiment analysis.

5. Conclusion
The claim underlying this paper is that the use of the
LD paradigm for language resources can make a sig-
nificant contribution towards solving the problem of
under-resourcedness which exists for the vast majority
of the world’s languages.
We have tried to substantiate this claim from several
different angles, starting with some background on how
the vision of the MWD can serve to reconcile, on one
hand, the essential language dependency of linguistic
resources and on the other, the potential language inde-
pendency, and hence universal applicability, of the LD
framework within which these resources exist.
We provide a short survey illustrating how LD tech-
niques have already been successfully harnessed for
the creation and enrichment of resources in the areas
of bilingual lexicon induction and lexical alignment.
We then described the application of cross-lingual link-
ing technologies to under-resourced languages identi-
fying three promising uses of cross-lingual linking that
are particularly relevant: lexicon induction, multilin-
gual enrichment and cross-lingual querying. Finally
we described some applications (NER, Terminology
Extraction, Translation Inference using Cross-Lingual
Embeddings) that are enabled by the application of
cross-lingual linking or language resources created on
that basis.
Overall, we find that for category 3 languages, tech-
niques for cross-lingual linking can be readily applied,
and that these enable the implementation of down-
stream applications as well as the localization and
adaptation of existing technologies and resources to
their respective needs. With the improved availability
of lexical data published in accordance with LD princi-
ples they can now be directly applied to a large number
of under-resourced languages and thus represent a cor-
nerstone for extending tools and knowledge bases.
This paper has mainly been written to demonstrate not
only that our claims are feasible, but that they are con-
crete enough to have been implemented over a range
of languages and domains and resources. However,
some will rightly object that we have said very little
about the quality of results, efficiency of the techniques
described, how we go about measuring improvement
in the overall resource status of under-resourced lan-
guages, etc. This is because as yet an evaluation frame-
work to address these issues is not in place. For true
progress to take place, the importance of such a frame-
work cannot be understated and should be developed

hand in hand with the methods proposed.
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