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− Four official languages in Switzerland

− Legal translation is a complex task

− (Partially) automating legal translations improves 

efficiency and access to justice

Over 180K aligned Swiss legal translation pairs 

(laws, case summaries, and press releases)

1.What models are best at translating Swiss laws, 

case summaries, and press releases?

2.Can frontier model performance be reached by 

fine-tuning smaller models?

3 Dataset

2 Research Questions

1 Introduction

Table 1: Overall corpus statistics for laws

LLM-based method aligned with expert annotations

4 SwiLTra-Judge

Figure 1: Spearman correlations with expert scores

Figure 1: Spearman correlations with expert scores

5 Fine-Tuned Smaller Models

Figure 2: Metrics vs. model size for fine-tuned Qwen models

− No single model wins in all tasks

− However, frontier models achieve superior 

translation performance across the board

− Specialized translation models excel specifically at 

translating laws (but less so at the other tasks)

6 Main Results

Figure 3: Best models per task

− Complexity of legal translations

− SwiLTra-Bench: Large-scale benchmark of over

180K aligned Swiss legal translation pairs

− Comprehensive model comparisons

− SwiLTra-Judge: LLM-based method based on expert 

annotations to automate evaluations

7 Summary
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