Sina Ahmadi

Introduction UNlVERS|TE
kot PARIS
DESCARTES

Background
Probabilistic
techniques
Neural Networks

R — Attention-based Encoder-Decoder Networks

P for Spelling and Grammatical Error Correction
BRNN
Seq2seq

Attention
mechanism

Experiments S|na Ahmad|

Qualitative
comparison

Gemelieten Paris Descartes University
and future
work . . .

: sina.ahmadi®@etu.parisdescartes.fr
Conclusion

Future studies

References September 6, 2017

Questions



Sina Ahmadi

Problem
definition

Probabilistic
techniques

Neural Networks
NLP challenges

RNN
BRNN
Seq2seq

Attention
mechanism

Qualitative

comparison

Conclusion
Future studies

@ Introduction
Problem definition
@® Background
Probabilistic techniques
Neural Networks
NLP challenges
© Methods
RNN
BRNN
Seq2seq
Attention mechanism
O Experiments
Qualitative comparison
@ Conclusion and future work
Conclusion
Future studies
@ References

@ Questions

Overview



Sina Ahmadi

Introduction

Problem
definition

Probabilistic
techniques

Neural Networks
NLP challenges
RNN

BRNN

Seq2seq
Attention
mechanism
Qualitative

comparison

Conclusion

Future studies

Introduction

Automatic spelling and grammar correction is the task of auto-
matically correcting errors in written text.
e This cake is basicly sugar, butter, and flour. [— basically]
e We went to the store and bought new stove. [— a new stove]
e i'm entirely awake. [— {l, wide}]
The ability to correct errors accurately will improve

e the reliability of the underlying applications

e the construction of software to help foreign language
learning

e to reduce noise in the entry of NLP tools

e better processing of unedited texts on the Web.
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Problem definition

Given a N-character source sentence S = si, sy, ..., sy with its
reference sentence T = ty, to, ..., tyy, We define an error correc-
tion system as:

Definition

T = MC(S) (1)

where T is a correction hypothesis.

Question: How can the MC function can be modeled?
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Background

Various algorithms propose different approaches:

e Error detection: involves determining whether an input
word has an equivalence relation with a word in the
dictionary.

e Dictionary lookup
e n-gram analysis

e Error correction: refers to the attempt to endow spell
checkers with the ability to correct detected errors.

Minimum edit distance technique

Similarity key technique

Rule-based techniques

Probabilistic techniques
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Probabilistic techniques

We assume the task of error correction as a type of monolingual
machine translation where the source sentence is potentially er-
roneous and the target sentence should be the corrected form of
the input.

Aim

To create a probabilistic model in such a way that:

~

T = argmaxP(T|S;0) (2)
T

where 6 is the parameters of the model.
This is called the Fundamental Equation of Machine Translation
[Smith, 2012].
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Neural networks as a probabilistic model

e Mathematical model of the biological
neural networks

inputs weights

e Computes a single output from
multiple real-valued inputs:

Activation
function

Z:ZW,-X,-—i—b:WTX—i-b (3)
i=1

e Putting the output into a non-linear
function:

0 — Output
A o e —1

tanh(z) = (4)

622+1

_ e Back-propagates in order to minimize
Input  Hidden Output i
layer layer layer the IOSS fUnCtIOﬂ H:

0" = argminH(y — y) (5)
0



NLP challenges in Machine Translation
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Problem
definition

Large input state spaces — word embedding

Probabilistic
techniques

Neural Networks No upper limit on the number of words.
NLP challenges

Long-term dependencies

RNN
BRNN

Pl e Constraints: He did not even think about himself.
mechanism
e Selectional preferences: | ate salad with fork NOT rake.
e
Variable-length output sizes
ondusen e This strucutre have anormality — 30 characters

e This structure has an abnormality. — 34 characters
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Recurrent Neural Network

Unlike a simple MLP, can make use of all the previous inputs.
Thus, it provides a memory-like functionality.

| b 1|
Internal States hp — b —— -+ ——hp g —— hy —— —hp1—— hy
| a |
o T i fa R i
hy = tanh(Wx; + Uhy_1 + b) (6)
yt = softmax(Vh;) = (7)

W, U an

V are the parameters of our network we want to learn.



Bidirectional Recurrent Neural Network
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We can use two RNN models; one that reads through the in-
Problem H
i put sequence forwards and the other backwards, both with two
different hidden units but connected to the same output.

Probabilistic
techniques

Neural Networks

NLP challenges Four Foeo
RNN
BRNN
Seq2seq Backward states ...
Attention
mechanism
Qualitative @ @ . Forward states
comparison
XH»I X¢+2
Conclusion

he = tanh(Wx; + Uhe_1 +
—4—
ﬁ—tanh Wxt—FUht 1+



Sequence-to-sequence models
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The sequence-to-sequence model is composed of two processes
Problem . i
SRR . encoding and decoding.

01 02 03

Probabilistic
techniques softmax softmax softmax

Neural Net
NLP challnges ] \ H\\ [T
EE NN U RN

L1
RNN s:
BRNN / S Y, '
Seq2seq h h

— [T =TT T==[1TTT]

Attention
e
fechanEm bedding x, bedding x, bedding s hs = tanh(Ws;, + Uh, + b)
Qualitative
S iy ey ot
x x x3
Conclusion
Future studies
ht = RNN(Xt, htfl) (10)
¢ = tanh(ht) (11)

where h; is a hidden state at time t, and c is the context vector
of the hidden layers of the encoder.
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Attention mechanism

The attention mechanism calculates a new vector ¢; for the out-
put word y; at the decoding step t.

T o exp(ejj) (13)
Ct = atjhj 2mm U/ T
2 S explen)
(12) ejj = attentionScore(sj_1, h;) (14)
o 02 03
softmax softmax softmax
LT LT (I T]
/ \71\\%\ \Tﬂ\\\f\\ o
— [~ =~ '
bedding x, bedding x» bedding x; h3 = tanh(Wx, + Uh; + b)
(L1 1) COgId

where h; is the hidden state of the word x;, and a;; is the weight
of h; for predicting y;. This vector is also called attention vector.



Experiments
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At Various metrics are used to evaluate the correction models, in-
cluding MaxMatch M2 [Dahimeier, 2012], I-measure [Felice, 2015],
BLEU and GLEU [Napoles, 2015].

ks
NLP challenges

M? scorer
E’;EN( Model P R Fos
;}:’ i Baseline 1.0000 | 0.0000 | 0.0000
RNN 0.5397 | 0.2487 | 0.4373
cormparion BiRNN 0.5544 | 0.2943 | 0.4711
Encoder-decoder | 0.5835 | 0.3249 | 0.5034
S Attention 0.5132 | 0.2132 | 0.4155

Table: Evaluation results of the models using MaxMatch M? metric.
Bold numbers indicate the scores of the best model.
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Qualitative comparison

Source sentence 306 characters

5w Ly Ol aded « aigadl ol ndgy g Y ] O 131 GUIS ¢ i o i e S ST L1 (YT, sl ol oy a8 U5 Y
Szl sds Jalin aSs Ul oS patlls JUls g5l s ple ponl on 51 a3 @35 Lol L Wl spie wlaall sds oo oyl 40505 sl

Gold standard reference 309 characters

D3 Ln Iyt O pidad ¢ Rl Wslaadl sdgy 05 ¥ G 08 131 LIS« araie e adi e TS BT W1 YT £l o oy Bl S YISV
s Sl ey W 58 oetlly Jly ¢ gl gas ¢ Lale gl on 25T 008 o6 Sl L Wl L 5sie Blaall sda oo o33 Loy 500l
Slowadl o

Recurrent neural network model prediction 307 characters

0t oot Bl iokad ¢ ) Dslaall s 5 ¥ ] 0 I8 IS ¢ amie ol e S B ! YT, Blgl B ol Tl S U5 Y

(ol e b I S ol DU W sl s ¢l ol e ST ot 0 sl L 1 | e ] s s pen SIS, sl

Bidirectional recurrent neural network prediction 307 characters

A8 e Lo o ke ¢ Egadl sladl sy g Y el O 3] U ¢ aaie e adss e WIS ST LI NI 1T o by Rt oS UGN
it eSS Ll S o2l Jillo pasdl sy ¢ ol prs e IS e B
C

[ [P CERPP R GU[| PUTRO0U - I I

Sequence-to-sequence model prediction 306 characters

8 e Lo o ke ¢ gl WSl sy i Y ogsed] O JB] IS arate o adis e WS BT WL O, o B oy Rl oS UGN
Il i lisSns ol o allls U il o | g omy & AT 8 sl LT sie colalll appiieangiine; 5005 sols

Attention-based sequence-to-sequence model prediction 309 characters

0 e 1 B ks« Rl Woladl siy 0 Y el 08 B IS ¢ e e i oo IS ) ot 30, ) ) o B s DB

Sippeenn o585 Wl oS ety BB C gl s ple Bl oo ST e O L B | e Bl s o igiial; B2LS sl

gzl




Sina Ahmadi

Problem
definition

Probabilistic
techniques

Neural Net
NLP challenges

RNN
BRNN
Seq2seq
Attention
mechanism

Qualitative

comparison

Conclusion

Future studies

Conclusion and future work

Conclusion

e Modeling correction error for any language.
e Variant results using different metrics.

e Reducing precision in correction of long sentences.

Future studies
e Models to be explored in more levels, e.g., word-level,
phrase-level.
e Limiting the length of the sequences in training models.
e Using deeper networks with larger embedding size.

e Preventing over-learning of models by not training them
over correct input tokens (action ="0OK").
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