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Introduction

Introduction

machine translation (MT) is one of the major and most important
subfields in natural language processing (NLP)
languages are not equally addressed and challenging in MT

lessresourced languages: lack of parallel resources
languagespecific features: morphologicallyrich languages
availability of basic NLP tools, particularly tokenizers
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Objectives

Objectives

1 provide a description of the Sorani dialect of Kurdish and some of
its linguistic features

2 shed light upon the MT task for Sorani by:
creating a basic setup for essential language processing tasks for
MT in Kurdish
building and evaluating neural machine translation (NMT)
systems for Sorani Kurdish
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Kurdish Language General description

Kurdish Language
an IndoEuropean language
spoken by 2030 million speakers
spoken in many dialects and subdialects (dialects or languages?)
written in many scripts, among which the Latinbased and
Arabicbased ones are still widely in use
a lessresourced language

*

INDOEUROPEAN

WESTERN IRANIAN

NORTH

Median

Parthian

Balochi Kurdish (kur)

Laki (lki) Southern (sdh) Central (ckb)
(Sorani)

Northern (kmr)
(Kurmanji)

ZazaGorani

Gorani (hac)
Zazaki (zza)
Shabaki (sdb)

* Source: https://www.britannica.com/topic/Kurd
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Kurdish Language Kurdish in the MT realm

Kurdish in the MT realm
very few previous studies addressing Kurdish MT
In 2016, a rulebased MT system for Kurmanji and Sorani added
to the Apertium project
A generalpurpose online service called inKurdish1 using
dictionarybased methods for translation
In 2016, the translation service of Google, i.e. Google Translate,
added Kurmanji Kurdish
Kurdish language translation has been also of interest to many
humanitarian organizations
Shortly after our project in August 2020, the Microsoft
Translation service added Sorani and Kurmanji2

still a long way ahead!
1https://inkurdish.com/

2https://www.bing.com/translator
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Kurdish Language Sorani Kurdish

Sorani Kurdish

mostly written in the Arabicbased
script of Kurdish
vastly spoken in the Kurdish regions
of Iraq and Iran
Some linguistic features:

a system of tenseaspectmodality
and person marking (no
grammatical gender)
a splitergative language
a complex morphology with
various clitics and affixes
appearing in erratic patterns,
particularly endoclitics
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Kurdish Language Sorani Kurdish

Alignment in Sorani Kurdish
Kurdish has a subjectobjectverb word order
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Kurdish Language Sorani Kurdish

Available resources for Kurdish

There has been an increasing number of resources created for the
Kurdish language, such as

dictionaries (Ahmadi et al.,2019)
domainspecific corpora (Abdulrahmanet al.,2019)
folkloric corpus (Ahmadi et al.,2020a)
KurdNet–the Kurdish WordNet (Aliabadi et al.,2014)

However, parallel corpora are more scarcely available:
Bianet (Ataman,2018): a parallel news corpus containing 6,486
EnglishKurmanji Kurdish and 7,390 TurkishKurmanji Kurdish
sentences
Ahmadi et al.(2020b) present a parallel corpus containing Sorani,
Kurmanji and English parallel sentences
GNOME and Ubuntu localization files
Tanzil corpus provides translation of Qoranic verses in Sorani
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Experiment Settings Data Preparation

Data Preparation: datasets
Three parallel corpora:

Tanzil Corpus
a collection of Quran translations compiled by the Tanzil project3
one translation in Sorani aligned with 11 translations in English
92,354 parallel sentences with 3.15M words in the Sorani side and
2.36M words in the English side
religious context, noisy text, inconsistencies in writing Kurdish
”لوط” (Lot) vs ”لوت”

TED Corpus4: 2358 parallel sentences in Sorani and English in a
wider range of topics in comparison to Tanzil
KurdNet–the Kurdish wordNet containing 4,663 definitions
which are directly translated from the Princeton WordNet
(version 3.0)

3http://tanzil.net

4https://wit3.fbk.eu
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Experiment Settings Data Preparation

Data Preparation: datasets

In some cases, the alignments do not essentially correspond to a
sentence:
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Experiment Settings Data Preparation

Data Preparation: preprocessing

remove nonrelevant characters and clean the data
remove additional interpretations between parentheses provided
by the translator, e.g. “peace be upon him”
unify the encoding of the characters by converting similar
graphemes to unique ones, e.g. ”ك” and ”ي” respectively to ”ک”
and ”ی”
orthographic normalization, such as replacing initial ”ر” (r) with
”ڕ” (ř).
removal of text within parentheses and truecasing (English data
only)
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Experiment Settings Tokenization

Tokenization
the task of tokenization is of high importance in various tasks in
NLP, particularly in MT
as of August, no tokenization tool was available for Kurdish
created tokenization models using unsupervised methods:
WordPiece, Unigram, byte-pair-encoding (BPE), WordPunct
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Experiment Settings NMT models

NMT models

*
pyTorch version of OpenNMT (Klein et al.,2017)
deployed two variations of sequence to sequence NMT models:

Model 1: two LSTM (Long Short Term Memory) layers with 200
hidden units for both the encoder and the decoder
Model 2: the default OpenNMT model

used the FastText pretrained word vectors for Kurdish (Mikolov
et al.,2018) and GloVe word embeddings trained on 6B tokens for
English

* Source: https://opennmt.netSina Ahmadi, Mariam Masoud (NUIG) Towards Kurdish Machine Translation December 2020 17 / 25
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Experiment Settings NMT models

Evaluation

the performance of the models is evaluated using the following
three evaluation metrics:

BLEU (Papineni et al.,2002) that matches ngrams
METEOR (Lavie and Agarwal,2007) based on the harmonic mean
of precision and recall
TER (Snover et al.,2006): the cost of editing the output of the MT
systems to match the reference

create various datasets based on the tokenization techniques
as the Tanzil corpus is remarkably larger, we create two separate
test sets for the evaluation:

Test 1: we first set 10% of each dataset individually aside
Test 2: the remaining 90% of the data are then merged and
shuffled and then split into 80%, 10% and 10% fro train,
validation and test sets
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Results and Analysis

Results and Analysis
Quantitative Analysis

in both Kurdish to English and English to Kurdish translations,
the WordPunct performs better
Surprisingly, Model 2 which is trained with more
hyperparameters, performs better only in English
in Test 2, all the setups fail to translate KurdNet and TED corpora

imbalance of the data
type of sentences in KurdNet and the quality of alignments in TED
domainspecific terms used in the KurdNet and TED corpora

Qualitative Analysis
system translations often carry meaning in a comprehensible way
the trained models capture information regarding synonyms or
semanticallyrelated words, e.g. ‘knowledge’ is translated as
زانست (zanist) ‘science’ vs زانیاری (zanyarî) ‘knowledge’
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Conclusion and Future Work

Conclusion and Future Work
Conclusion:

MT systems for Sorani Kurdish translation are presented
various aspects of building an MT system for Kurdish are
highlighted, including the lack of basic language processing tools
Two limitations of the current work:

a baseline system
further experiments with respect to hyperparameters

Future work:
morphemebased translation (Luong et al.,2019)
usage of lexicons for compensating the scarcity of resources for
Kurdish (Zhang and Zong,2016)
monolingual sequencetosequence pretraining techniques, such
as MAsked Sequence toSequence pretraining (MASS) (Song et
al.,2019)
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Conclusion and Future Work

Thanks for your attention!

Our datasets and models are available at:
https://github.com/sinaahmadi/KurdishMT

Sina Ahmadi, Mariam Masoud (NUIG) Towards Kurdish Machine Translation December 2020 25 / 25

https://github.com/sinaahmadi/KurdishMT

	Introduction
	Objectives
	Kurdish Language
	General description
	Kurdish in the MT realm
	Sorani Kurdish

	Experiment Settings
	Data Preparation
	Tokenization
	NMT models

	Results and Analysis
	Conclusion and Future Work

