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Context: Languages and Writing Systems

More than 7,000 “languages” are spoken (Ethnologue, 2023).
Almost 300 writing systems exist (and many adopted ones)
Less than 4,000 languages have a written form

Latin

Cyrillic

Hangeul (featural)

Arabic

Other abjads

Devangari

Other abugidas

Greek

Syllabaries

Other alphabets

Chinese logographies

(Inuktitut)

(Cree)

(Cherokee)

Yup'ik

(Njuka)
(Vai)

(Nko)

(Tifinagh)

(Neo-Tifinagh)

(Arabic)

(Ethiopic)

(Hebrew)

(Greek)
(Armenian)

(Syriac)

(Mandaic)

(Georgian)

(Cyrillic)

(Ol Cemet')

(Thaana)

(Sinhala)

(Batak)

(Balinese)

(Sundanese)

(Javanese)

(Lontara')

(Hanuno'o)

(Baybayin Tagalog)

(Zhuyin)

(Kana & Kanji)

(Katakana)(Hangeul)

(Manchu)

(Mongol)

(Tibetan)

(Nagari)

(Burmese)

(Khmer)

(Thai)

(Lao)

(Nu Shu)
(Pollard)

(Chinese)

(Yi)

(Gurmukhi)

(Gujarati)

(Kannada)

(Malayalam)

(Tamil)

(Telugu)

(Bengal)

(Coptic)
 Μετ Ρεμνχήμι
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Context: Language Communities

Most countries are multi-lingual, but not all officially!

Pakistan:
→ Urdu and English

India:
→ Hindi, Kashmiri,
Sindhi and 20 more

Iraq:
→ Arabic and
Kurdish

Iran:
→ Persian!
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Unconventional Writing

Unconventional writing
Unconventional writing refers to the usage of the script of another
language, presumably that of a dominant language.

Unsystematic writing

Not necessarily complying with orthography

Impact of donor language on code switching

No specific rule for mapping graphemes-phonemes

A few examples:

ana raye7 el gam3a el sa3a 3 el 3asr. (Ararbic in Latin script, aka
Arabizi)

Tora ti na sou po (Greek in Latin, aka Greeklish)

mer6 pr tn mess pr mn anif (French SMS language)
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Unconventional Writing: Perso-Arabic scripts
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Unconventional Writing: Perso-Arabic scripts

Traditionally used for Arabic

Used for over a millennium

A Reichssprache for centuries

Have been adopted:
Ajami, Wolofal, Pegon, Jawi, etc.
Perso-Arabic scripts:

Languages in Iran and Iraq
Languages in Pakistan and
India

ئ ا ب ت ج
ح خ د ذ ر ز
س ش ع غ
ف ق ل م ن

ه و ی

Arabic ي ة

آ أ إ اَ اِ اُ ث ؤ
ص  ض ط

ظ ك
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ے

Arabic
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ˇ
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�
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ڦ ڻ
ڱ
ڪ
 ھ ڙ
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ڇ
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Sindhi
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Persian

Kurdish
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Kashmiri
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Unconventional Writing: the Pandora’s Box
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Script Normalization
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Script Normalization

Script Normalization
Normalization of a text written in an unconventional script based on
the conventional script and orthography
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Script Normalization

Script Normalization
Normalization of a text written in an unconventional script based on
the conventional script and orthography

Spelling Error
Correction

Text Normalization

Transliteration

litterature

literature

ti kaneis?

τι κάνεις;

� �

2023’an 2023-an
☀
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Script Normalization: Approach

1 Data collection – Not easy!

2 Script mapping
- Common characters
- Visual resemblance
- Orthographic rules

3 Character-alignment matrix
→ sequence alignment based
on dictionaries

4 Synthetic data generation
→ randomly generate pairs
→ inject noise

5 Model
→ encoder-decoder with
self-attention

Language 639-3 WP script type diacritics ZWNJ Dominant

Azeri
Turkish

azb azb Abjad ! ! Persian

Kashmiri kas ks Alphabet ! ! Urdu
Gilaki glk glk Abjad ! ! Persian
Gorani hac - Alphabet ! ! Persian,

Arabic,
Sorani

Kurmanji kmr - Alphabet ! ! Persian,
Arabic

Sorani ckb ckb Alphabet ! ! Persian,
Arabic

Mazanderani mzn mzn Abjad ! ! Persian
Sindhi snd sd Abjad ! ! Urdu
Persian fas fa Abjad ! ! -
Arabic arb ar Abjad ! ! -
Urdu urd ur Abjad ! ! -

Table B.1: Selected languages studied in this paper. Columns 2 and 3 show the codes of the languages in ISO 639-3
and on their specific Wikipedia (WP). Diacritics refers to the usage of diacritics (Harakat) as individual characters,
dominant is the administratively dominant language in the bilingual community where the language is spoken.

SRC-TRG Noise %

20 40 60 80 100 All

AZBFAS
Pairs 517860 517860 517860 517860 517860 584229
Words 4266950 4266950 4266950 4266950 4266950 4987065

CKBARB
Pairs 1220386 1326715 1411998 1441641 1451201 6663362
Words 13522986 14554313 15183038 15381207 15457911 72697912

CKBFAS
Pairs 1186567 1325960 1408885 1435023 1442000 6491240
Words 12838133 14381425 15125839 15305707 15363441 70402972

GLKFAS
Pairs 16779 16779 16779 16779 16779 22215
Words 176602 176602 176602 176602 176602 240833

HACARB
Pairs 4718 4767 4802 4805 4802 23398
Words 49804 50244 50457 50476 50464 248025

HACCKB
Pairs 4668 4669 4672 4686 4687 6474
Words 49191 49195 49218 49417 49424 71246

HACFAS
Pairs 4712 4773 4798 4803 4802 23104
Words 49646 50232 50429 50469 50464 244911

KASURD
Pairs 4729 4729 4734 4761 4759 9463
Words 43907 43907 43925 44060 44064 96159

KMRARB
Pairs 10659 10963 11334 11417 11412 54430
Words 96441 98403 100463 100877 100874 490034

KMRFAS
Pairs 10631 10997 11336 11420 11417 53272
Words 95971 98474 100454 100906 100884 482298

MZNFAS
Pairs 36663 36663 36663 36663 36663 36665
Words 365428 365428 365428 365428 365428 365446

SNDURD
Pairs 122446 122537 122865 122908 122946 496239
Words 1328696 1329684 1333815 1334417 1334770 5581407

Table C.1: Number of words and aligned sentences (pairs) in the synthetic datasets
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- Common characters
- Visual resemblance
- Orthographic rules

3 Character-alignment matrix
→ sequence alignment based
on dictionaries

4 Synthetic data generation
→ randomly generate pairs
→ inject noise

5 Model
→ encoder-decoder with
self-attention

3.1 Data Collection

As the first step, we collect data written in the
conventional script of the selected languages. To
that end, we create corpora based on Wikipedia
dumps.2 Since Wikipedia is not available for
Gorani, we use Ahmadi (2020b)’s corpus for
Gorani. Unlike the Latin script of Kurmanji for
which there are corpora and Wikipedia, such as
Pewan (Esmaili et al., 2013), there is no corpus
for Kurmanji written in its Perso-Arabic script. In-
stead of relying on unreliable transliteration tools
to convert the existing Kurmanji data, we crawl
data from mainly news websites in the Iraqi Kur-
distan for Kurmanji using the Perso-Arabic script.3
It is worth mentioning that for Sorani Kurdish we
use a large existing corpus (Ahmadi and Masoud,
2020) instead of the (smaller) Wikipedia dump.

We clean raw text by removing hyperlinks,
email addresses, dates, non-relevant symbols
and zero-width non-joiner (ZWNJ), if not
systematically used in the script. Different
types of numerals, namely Eastern Arabic
<٠١٢٣٤٥٦٧٨٩>, Farsi <۰۱۲۳۴۵۶۷۸۹> and
Hindu-Arabic <0123456789>, are unified with
the later ones for consistency. We also deal
with script switching in some Wikipedia articles,
particularly in Sindhi and Kashmiri, using regular
expressions to only keep the Perso-Arabic data.

Following this, we extract vocabularies from the
corpora based on a frequency list; depending on
the size and quality of the data, we select words
appearing with a minimum frequency in the range
of 3 to 10. In addition to the vocabulary ex-
tracted from corpora, we also collect word lists and
bilingual dictionaries in the source and target lan-
guages from other sources online. We consulted
Wiktionary4 for Azeri Turkish, Kashmiri, Mazan-
derani, Sindhi and Sorani without finding any such
resources for the other languages. Additionally,
the lexicographical data provided by Ahmadi et al.
(2019) were used for Sorani.

3.2 Script Mapping

To simulate the process that leads to noisy data,
we create script mappings that map characters in
the conventional script of the source language to
that of the dominant language. To do so, we de-
fine mapping rules between the scripts based on

2Dumps of December 1, 2022.
3This corpus will be released along with the other data.
4https://www.wiktionary.org

the orthographies of the languages, as in the com-
pound characters <ئێ> in Kurdish (composed of
<ئ> (U+0626) and <ێ> (U+06CE)) that appear so
only at the beginning of a word and this can be
mapped to either <ا> (U+0627) or the same char-
acter but with the diacritic Kasrah as .<اِ> In ad-
dition, we take the closest candidates in the other
script into account according to Unicode normal-
ization as in <ک> (U+06A9) and <ك> (U+0643),
and visual normalization, i.e. resemblance of the
graphemes as in <ڎ> (U+068E) and <ذ> (U+0630).
Table 2 shows a few mapping rules.

Language Unconventional
script

Source Target

Azeri Turkish Persian چ چ

Sorani Arabic ز ز / ظ ض/ / ذ

Kashmiri Urdu ٲ ُ ا / ا

Sindhi Urdu ي ی / ي ے/

Table 2: An example of script mapping rules. In un-
conventional writing, we assume that a character in the
source language can be mapped to one or more charac-
ters in the target script. ‘/’ specifies different mapping
possibilities.

Using the rule-based script mappings, we also
determine words in the word lists and bilingual dic-
tionaries that are potential translations and written
similarly in the two scripts. We also consider re-
moving diacritics, also known as Harakat, as they
are not always included in writing. The follow-
ing words are collected this way: ’برنج‘ (‘rice’) in
Kurmanji and Persian, ’سویدی‘ (‘Swedish’) written
with <ی> (U+06CC) in Sorani and ’سويدي‘ written
with <ي> (U+064A) in Arabic, ’اَمریٖکی‘ (‘Ameri-
can’) in Kashmiri and ’امریکی‘ in Urdu and, ’بۆرج‘
(‘tower’) in Azeri Turkish and ’برج‘ in Persian by
removing <ۆ> (U+06C6). As such, we refer to the
set of words collected as spelling pairs.

3.3 Character-alignment Matrix
Although script mapping based on rules and mod-
ifications is effective, especially to retrieve com-
mon words or words borrowed by the two lan-
guages, it may lead to potentially false friends or
incorrect spelling pairs as well. Hence, to capture
information based on the spelling pairs, we rely
on the character alignment of words. To this end,
we employ Needleman and Wunsch (1970)’s algo-
rithm for sequence alignment that maximizes the
number of matches between sequences, i.e. words,
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Script Normalization: Approach

1 Data collection – Not easy!
2 Script mapping

- Common characters
- Visual resemblance
- Orthographic rules

3 Character-alignment matrix
→ sequence alignment based
on dictionaries

4 Synthetic data generation
→ randomly generate pairs
→ inject noise

5 Model
→ encoder-decoder with
self-attention

2.3 Synthetic Data Generation

Using the script mappings, we mimic unconven-
tional writing by generating synthetic sentences
based on the ‘clean’ ones, i.e. sentences in the col-
lected corpora. This is carried out by randomly
substituting characters in the clean sentence with
an alternative in the target script using our map-
pings. In order to evaluate the impact of noise on
language identification, we synthesize data at var-
ious levels starting from 20% noise up to 100%,
where a certain level of noise is applied based
on the number of possible substitutions. Table 2
shows an example of a clean sentence in Northern
Kurdish and its synthetic noisy equivalents based
on the level of noise.
Therefore, the datasets are categorized as fol-

lows:
1. CLEAN: a dataset containing original sen-

tences from the corpora without injecting any
noise. This is equivalent to 0% of noise in
the data. This includes all the selected lan-
guages along with Urdu, Persian, Arabic, and
Uyghur.

2. NOISY: datasets of sentences having noisy
characters at various levels, starting from
20% of noise and gradually increasing 20%
up to 100%. Regardless of usage, detachable
diacritics are removed when the noise level is
100%, including for Kashmiri for which dia-
critics are strictly used. We combine all data
with all levels of noise in a separate dataset
called ALL. Given that Persian, Urdu, Arabic,
and Uyghur do not face unconventional writ-
ing, they are not included in the noisy data.

3. MERGED: the result of merging CLEAN and ALL
datasets.

The CLEAN and NOISY datasets contain 10,000
sentences per language, except for Brahui, Torwali,
and Balochi, for which only 549, 1371, and 1649
sentences are available in the corpora respectively.
Therefore, we included 500 sentences from those
languages in the test sets and upsample the remain-
ing sentences with a coefficient of four, i.e. dupli-
cating four times the remaining sentences, and con-
sider them as a train set. Similarly, for Kashmiri
and Gorani for which 6340 and 8742 sentences are
respectively available, 2000 sentences are added
to the test set while the remaining sentences are
upsampled to have 8000 sentences in the train set.
To avoid an imbalance of data for dominant lan-

guages for which there is no noise, i.e. Urdu, Per-

Noise % Sentence

Clean
دووەمین پێشانگەها فۆتۆگرافەرێن کورد ل بەلجیکا

Second Kurdish photographers’ exhibition in Belgium

20 دووهمین پێشانكهها فۆتۆكرافهرێن كورد ل بهلجیكا

40 دووه مین بشانكه ها فطكرافه رن كورد ل به لجیكا

60 دووة مين بشانكة ها فوتوكرافة رن كورد ل بة لجيكا

80 دووةمين بيشانكةها فؤتؤكرافةرين كورد ل بةلجيكا

100 دووهمين بيشانكهها فوتوكرافهرين كورد ل بهلجيكا

Table 2: A sentence in Northern Kurdish (Kurmanji)
along with its synthetically-generated noisy ones based
on different levels of noise.

sian, Arabic, along with Uyghur, 10,000 more in-
stances are added from their respective clean cor-
pora. As such, theMERGED dataset contains 20,000
clean and noisy sentences per language.

2.4 Benchmarking
We consider language identification as a proba-
bilistic classification problemwhere each sentence
is predicted to belong to a specific class, i.e. lan-
guage, with a certain probability. We use the 80/20
split of the sentences in the various datasets for the
train and test sets as described in the previous sec-
tions. Both sets are from the same data.
As a baseline system, we use fastText’s pre-

trained language identification model–lid.176
that is trained using data from Wikipedia, Tatoeba
and SETimes for 176 languages, including all the
selected languages except Balochi, Brahui, Gilaki,
Gorani, Northern Kurdish (in Perso-Arabic script),
Southern Kurdish and Torwali. In addition, we
train a model using fastText with word vectors of
size 64, a minimum and maximum length of char-
actern-grams of 2 to 6, 1.0 learning rate, 25 epochs
and a hierarchical softmax loss.
Other than the fastText-related baseline and our

own models, we also report precision, recall, and
F1 scores for benchmarking purposes for state-of-
the-art methods such as Google’s CLD3 (Salcianu
et al., 2020), Franc6 and Langid.py (Lui and
Baldwin, 2012). We also share two other base-
lines trained from scratch with character n-gram
features of sizes 2 to 4 - Multinomial Naive Bayes
model (MNB – non-uniform learned class priors,
no Laplace smoothing), and a Multilayer Percep-
tron (MLP) with maximum iterations of 500, one
hidden layer of size 500 and a batch size of 1000.

6https://github.com/wooorm/franc/
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Script Normalization: Intrinsic Experiments

Baseline: a naive “copy” system

Ours: trained models on different levels of noise
Our models dramatically improve over the baseline
Including when evaluated on real data
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Figure 2: The performance of our models vs. the baseline in script normalization. See Figure D.1 for all languages.

most datasets (7 out of 12) the degradation for the
naive baseline is more rapid and pronounced. Our
model does seem to handle various levels of noise:
in Sindhi, for instance, we get 75.1 BLEU score vs.
19.7 of the baseline (see bottom right SND100

URD→SND
in Figure 2).
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Figure 3: BLEU scores of the baseline and our model
evaluated on 100% noisy data. The naive baseline out-
performs our model for the settings where the differ-
ences between the noisy and “clean” data are minimal,
i.e. when the script ratio (right y-axis) is high.

For five datasets, namely, AZBFAS→AZB,
GLKFAS→GLK, MZNFAS→MZN, KASURD→KAS and
HACCKB→HAC, the naive baseline outperforms our
models. We believe that this is explained by the
level of similarity of the source and dominant
scripts, which in turn determines the difficulty of
script normalization. To quantify our assumption,
we define RA:B as the script ratio of scripts A and
B, both as two sets of characters, as follows:

RA:B =
A ∩ B

A ∪ B
× A ! B

A ∩ B

where A ! B refers to the intersection of char-
acters in scripts A and B which are mapped in the
rule-based script mapping (see §3.2) without any
other alternative in the other script while A ∩ B is
the intersection of A and B regardless of the map-
ping. Intuitively speaking, the script ratio of two
identical scripts should be closer to 1 while more
different scripts with various mappings between
characters should get a lower value. Table A.1 pro-
vides the script ratios.

Figure 3 shows the BLEU score (left y-axis)
of the baseline and our model to normalize the
datasets containing 100% noise, e.g. GLK100

FAS →GLK
along with the script ratio for each language (right
y-axis). This indicates that the normalization
model (model100) performs better where the script
ratio is relatively low (<0.6, i.e. the two scripts are
not that similar). On the other hand, the baseline
performs better for higher script ratios, because in
general the two scripts are very similar and hence
there is less “noise”. We leave for future work an
exploration as to why our transformer models fail
to even simply learn to copy their input to perform
at least on par with the baseline.

4.2 Language Identification

Language identification is the task of detecting the
language of a text, usually a sentence. It is mod-
eled as a probabilistic classification problem. As
the first downstream task, we carry out a few exper-
iments on language identification in three setups:
1. CLEAN: identifying languages without inject-

ing any noise in the datasets, i.e. the target
sentences in the parallel data. This is equiva-
lent to 0% of noise in the data.

2. NOISY: identifying languages with noisy data
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Figure 3: BLEU scores of the baseline and our model
evaluated on 100% noisy data. The naive baseline out-
performs our model for the settings where the differ-
ences between the noisy and “clean” data are minimal,
i.e. when the script ratio (right y-axis) is high.

For five datasets, namely, AZBFAS→AZB,
GLKFAS→GLK, MZNFAS→MZN, KASURD→KAS and
HACCKB→HAC, the naive baseline outperforms our
models. We believe that this is explained by the
level of similarity of the source and dominant
scripts, which in turn determines the difficulty of
script normalization. To quantify our assumption,
we define RA:B as the script ratio of scripts A and
B, both as two sets of characters, as follows:

RA:B =
A ∩ B

A ∪ B
× A ! B

A ∩ B

where A ! B refers to the intersection of char-
acters in scripts A and B which are mapped in the
rule-based script mapping (see §3.2) without any
other alternative in the other script while A ∩ B is
the intersection of A and B regardless of the map-
ping. Intuitively speaking, the script ratio of two
identical scripts should be closer to 1 while more
different scripts with various mappings between
characters should get a lower value. Table A.1 pro-
vides the script ratios.

Figure 3 shows the BLEU score (left y-axis)
of the baseline and our model to normalize the
datasets containing 100% noise, e.g. GLK100

FAS →GLK
along with the script ratio for each language (right
y-axis). This indicates that the normalization
model (model100) performs better where the script
ratio is relatively low (<0.6, i.e. the two scripts are
not that similar). On the other hand, the baseline
performs better for higher script ratios, because in
general the two scripts are very similar and hence
there is less “noise”. We leave for future work an
exploration as to why our transformer models fail
to even simply learn to copy their input to perform
at least on par with the baseline.

4.2 Language Identification

Language identification is the task of detecting the
language of a text, usually a sentence. It is mod-
eled as a probabilistic classification problem. As
the first downstream task, we carry out a few exper-
iments on language identification in three setups:
1. CLEAN: identifying languages without inject-

ing any noise in the datasets, i.e. the target
sentences in the parallel data. This is equiva-
lent to 0% of noise in the data.

2. NOISY: identifying languages with noisy data
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performs our model for the settings where the differ-
ences between the noisy and “clean” data are minimal,
i.e. when the script ratio (right y-axis) is high.

For five datasets, namely, AZBFAS→AZB,
GLKFAS→GLK, MZNFAS→MZN, KASURD→KAS and
HACCKB→HAC, the naive baseline outperforms our
models. We believe that this is explained by the
level of similarity of the source and dominant
scripts, which in turn determines the difficulty of
script normalization. To quantify our assumption,
we define RA:B as the script ratio of scripts A and
B, both as two sets of characters, as follows:

RA:B =
A ∩ B

A ∪ B
× A ! B

A ∩ B

where A ! B refers to the intersection of char-
acters in scripts A and B which are mapped in the
rule-based script mapping (see §3.2) without any
other alternative in the other script while A ∩ B is
the intersection of A and B regardless of the map-
ping. Intuitively speaking, the script ratio of two
identical scripts should be closer to 1 while more
different scripts with various mappings between
characters should get a lower value. Table A.1 pro-
vides the script ratios.

Figure 3 shows the BLEU score (left y-axis)
of the baseline and our model to normalize the
datasets containing 100% noise, e.g. GLK100

FAS →GLK
along with the script ratio for each language (right
y-axis). This indicates that the normalization
model (model100) performs better where the script
ratio is relatively low (<0.6, i.e. the two scripts are
not that similar). On the other hand, the baseline
performs better for higher script ratios, because in
general the two scripts are very similar and hence
there is less “noise”. We leave for future work an
exploration as to why our transformer models fail
to even simply learn to copy their input to perform
at least on par with the baseline.

4.2 Language Identification

Language identification is the task of detecting the
language of a text, usually a sentence. It is mod-
eled as a probabilistic classification problem. As
the first downstream task, we carry out a few exper-
iments on language identification in three setups:
1. CLEAN: identifying languages without inject-

ing any noise in the datasets, i.e. the target
sentences in the parallel data. This is equiva-
lent to 0% of noise in the data.

2. NOISY: identifying languages with noisy data
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Script Normalization: Intrinsic Experiments

Baseline: a naive “copy” system

Ours: trained models on different levels of noise

Our models dramatically improve over the baseline
Including when evaluated on real data

Original Normalized
Sorani (Unconventional)

Eval Set BLEU chrF BLEU chrF

CKBFAS→CKB 1.2 38.4 20.1 69.6
CKBARB→CKB 0.4 19.4 12.7 65.2

Table 3: Experiments on normalization of real-world
data. The source sentences in Sorani Kurdish are writ-
ten in the unconventional scripts of Persian (CKBFAS) and
Arabic (CKBARB). Even in this challenging setting (note
how different the unconventional sentences are, as evi-
denced by low scores in the left column), model100 man-
ages to decently normalize them.

The results of the small-scale evaluation on the
real data are provided in Table 3. In these datasets,
calculating BLEU scores of the source sentences
(noisy) with respect to the reference ones (clean)
for CKBFAS→CKB and CKBARB→CKB gets to 1.2 and
0.4 points, respectively. Once the source sentences
are normalized using model100, the corresponding
BLEU scores increase to 20.1 for CKBFAS→CKB and
12.7 for CKBARB→CKB. We selected this model as
it has been trained on the most diverse training set.
We believe that such a boost in BLEU scores in-
dicates the robustness of our models to effectively
normalize unconventional writing.

4.2 Language Identification
Language identification is the task of detecting the
language of a text, usually a sentence. It is mod-
eled as a probabilistic classification problem. As
the first downstream task, we carry out a few exper-
iments on language identification in three setups:

1. CLEAN: identifying languages without inject-
ing any noise in the datasets, i.e. the target
sentences in the parallel data. This is equiva-
lent to 0% of noise in the data.

2. NOISY: identifying languages with noisy data
at various levels, starting from 20% of noise
and gradually increasing 20% up to 100%.
We combine all data with all levels of noise
in a separate dataset referred to as ALL.

3. MERGED: merging CLEANwith ALL dataset, i.e.
with all noisy data.

We use the Tatoeba sentence dataset5 for data in
Persian, Urdu and Arabic, with additional data for
Urdu from the TED corpus on Opus (Tiedemann,

5https://tatoeba.org

Noise % Model P@1 R@1 F@1 P@2 R@2 F@2

0 ours 0.52 0.54 0.51 0.32 0.64 0.32
fastText 0.69 0.69 0.69 0.39 0.78 0.39

20 ours 0.93 0.93 0.93 0.48 0.97 0.48
fastText 0.71 0.71 0.71 0.44 0.89 0.44

40 ours 0.91 0.9 0.91 0.48 0.96 0.48
fastText 0.56 0.56 0.56 0.38 0.76 0.38

60 ours 0.9 0.9 0.9 0.48 0.96 0.48
fastText 0.41 0.41 0.41 0.31 0.63 0.31

80 ours 0.9 0.9 0.9 0.48 0.96 0.48
fastText 0.37 0.37 0.37 0.28 0.57 0.28

100 ours 0.89 0.89 0.89 0.48 0.96 0.48
fastText 0.37 0.37 0.37 0.28 0.57 0.28

All ours 0.91 0.91 0.91 0.48 0.96 0.48
fastText 0.48 0.48 0.48 0.34 0.68 0.34

Merged ours 0.72 0.72 0.72 0.4 0.8 0.4
fastText 0.69 0.69 0.69 0.4 0.79 0.4

Table 4: The performance of language identification us-
ing the pretrained fastText model as the baseline in com-
parison to our model trained on our datasets with vari-
ous noise levels. Our model handles different levels of
noise (rows 20 to All) and outperforms the baseline that
is only trained on “clean” data. Models with the highest
F1 measure in first suggestions (F@1) are bold.

2012). To tackle data imbalance, we downsampled
all the datasets to only include 6000 sentences for
each language6. In the MERGED setup where there
are 12,000 sentences per language (half noisy,
half clean), additional sentences (clean) in Persian,
Urdu and Arabic are added to avoid data imbal-
ance. Finally, we then split datasets into train
and test sets with an 80-20% split. To train su-
pervised language identification models, we use
fastText (Bojanowski et al., 2017) with subword
features with minimum and maximum character n-
gram sizes of 2 and 4, word vectors of size 16 and
hierarchical softmax as the loss function.
Table 4 presents the results of the performance

of our models in comparison to fastText’s lan-
guage identification model trained on data from
Wikipedia, Tatoeba and SETimes on 176 lan-
guages,7 including, Persian, Arabic, Urdu, Sindhi,
Sorani and Mazanderani. Although Azeri Turkish
is supported, it is not clear which script it is trained
on in fasText. The results are reported based on
precision, recall and F1 score of the first and sec-
ond detection of the models, respectively denoted
by ‘@1’ and ‘@2’. SinceGorani andGilaki are not
among the Fairseq-supported languages, we focus
our analysis on the top-two predictions (@2) to en-

6Kashmiri had only 4700 instances.
7As of January 2023.
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Script Normalization: Extrinsic Experiments

1 Language identification (LID)

Compare LID with and without normalization
Terrible performance by any existing model
Models trained on normalized datasets improve the F-scores
Closely-related languages (scripts) are confused!
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Key Takeaways

1 Unconventional writing is more widespread than thought of.

2 It is an open problem and non-trivial to solve.
3 It negatively affects NLP for low-resourced languages.
4 We can effectively remediate it, but only to some extent...
5 Do we always need to write a language?

- Multi-modal NLP
- Multi-lingual NLP
- Multi-task NLP
- Better adaptation in NLP

6 Models and codes:
https://github.com/sinaahmadi/ScriptNormalization
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