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Background: Languages in the Middle East
Remarkable linguistic diversity in the Middle East
400+ million people speaking lots of “languages”
Only a handful of those languages are officially recognized
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Background: Under‑represented Middle Eastern Languages

60 varieties in the region identified as endangered by UNESCO [Moseley, 2010]
Many face existential threats

Systematic assimilation campaigns
Limited educational resources
Younger generations have fewer opportunities to develop literacy in heritage languages
Lack of standardization

“An endangered language will progress if its speakers can make use of
electronic technology.”

— [Crystal, 2002] (Language Death)
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Background: Limited Technological Progress for Middle Eastern NLP
Little or no progress in language and speech technologies

Limited keyboard implementations and
technological support
Limited community support for resource
development
Lack of corpora, including parallel ones
Only a few languages have Wikipedia
portals
8,000–50,000 articles where available

Resources Tools
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Arabic !!!!!!! ! !!!!
Hebrew !!!!!!! ! !!!!
Turkish !!!!!!! ! !!!!
Persian !!!!!!! ! !!!!

Northern Kurdish!!!! ✗ !! ! !!!!
Central Kurdish !!! ✗ !!! ! !!!!
Southern Kurdish!!! ✗ ✗ ✗ ✗ ✗ ! ✗ ✗ ✗
Mazandarani ✗ ✗ ✗ ✗ ✗ ✗ ✗ ! ! ✗ ✗ ✗

Gilaki !! ✗ ✗ ✗ ✗ ✗ ! ! ✗ ✗ ✗
Talysh !! ✗ ✗ ✗ ✗ ✗ ! ✗ ✗ ✗ ✗
Zazaki !! ✗ ✗ ✗ ✗ ! ! ! ✗ ✗ ✗
Hawrami !! ✗ ✗ ✗ ✗ ✗ ✗ ! ✗ ✗ ✗
Laki ! ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗

Luri Bakhtiari ! ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗

Table 1: Overview of available resources such as Uni-
versal Dependencies (UD), and tools, such as language
identification (LID) and automatic speech recognition
(ASR), in language and speech technologies across our
selected languages. ! indicates availability and ✗ in-
dicates absence.

Despite ongoing efforts in language revival and
ethnic identity recognition (Demir, 2017), NLP
progress remains limited. Many of these lan-
guages have predominantly oral traditions, with
relatively recent attempts to standardization, par-
ticularly in writing. The development of orthogra-
phies and technological support, including key-
board implementations, remains nascent. Con-
sequently, speakers often resort to adapting the
writing systems of dominant languages, creat-
ing “unconventional writing”–a phenomenon that
poses significant computational challenges, as pre-
viously studied by Ahmadi and Anastasopoulos
(2023). Needless to say, such challenges are com-
mon to many low-resourced languages and have
been addressed through participatory research or
funded initiatives, as in the context of African
or Asian languages (Nekoto et al., 2020; Caswell
et al., 2025, inter alia). These approaches offer po-
tential pathways for Middle Eastern language com-
munities to overcome similar resource constraints
through participatory research and targeted invest-
ment.
Among the selected languages in this paper,

some have achieved modest digital presence:

Talysh, Zazaki, Mazandarani, and Gilaki maintain
Wikipedia portals containing between 8,000 and
50,000 articles.2 However, these varieties lack
substantial data resources, especially parallel cor-
pora, which are crucial for modern NLP applica-
tions. While biblical translations exist for some va-
rieties, these limited, domain-specific texts are in-
sufficient for developing robust, general-purpose
MT systems. Previous work has focused on col-
lecting text material to create monolingual corpora
for Zaza-Gorani languages (Ahmadi, 2020) and
Southern Kurdish (Ahmadi et al., 2023b), along
with tools for language identification (LID) (Ah-
madi et al., 2023a). Table 1 provides key informa-
tion about our selected languages in terms of re-
sources, such as grammars, monolingual corpora
and Universal Dependencies (De Marneffe et al.,
2021), and a few tools, such as spell checkers and
automatic speech recognition. Appendix A pro-
vides additional details on the selected languages.

3 PARME

This study addresses a critical gap in MT by de-
veloping parallel corpora for low-resourced Mid-
dle Eastern languages–PARME, with the ultimate
goal of facilitatingMTdevelopment. As such, data
collection lies at the core of our work.
Ideally, data collection would adhere to uniform

standards, that is, translating sentences into the
standard variety and orthography of the target lan-
guages. However, the low-resource languages in
our study necessitate a more flexible approach due
to fundamental challenges such as:
• The selected languages generally lack widely ac-
cepted standard varieties.

• They exhibit significant dialectal variation, often
poorly documented and not readily distinguish-
able even to non-expert native speakers.

• Even when prioritizing a specific dialect, e.g.,
the dialect of major urban centers, securing suffi-
cient participants remains challenging due to our
reliance on volunteer contributors.

Consequently, our methodology is shaped by not
only technical constraints but also pragmatic obli-
gations.

3.1 Translation Initiative
Our corpus creation relies on volunteer transla-
tors who are native speakers of the target lan-
guages with strong writing and translation skills.

2As of October 2024.
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PARME: Community‑Driven Approach
Objective: parallel corpora for under‑represented Middle Eastern languages (PARME)

⇒ Community‑driven participatory research [Nekoto et al., 2020]

University of Zurich | Department of Computational Linguistics PARME: Parallel Corpora for Low‑Resource ME Languages | Sina Ahmadi | 5



PARME: Community Building

Intensive campaign (Aug‑Oct 2024)
Twitter/X & LinkedIn for public announcements
Direct outreach to academics and native speakers
Cold messaging to published authors & experts
Mixed Reception: enthusiasm but also skepticism
⇒ 45 volunteers for eight severely
under‑resourced languages
⇒ Each language is spoken by 0.3 to 5 million
speakers

Yemen United Arab Emirates

Turkmenistan
Turkey

Syria

Saudi Arabia

Russia

Qatar

Oman

Lebanon

Kuwait

Jordan

Israel

Iraq
Iran

Georgia

Egypt Bahrain

Azerbaijan

Armenia

GilakiGilakiGilakiGilakiGilakiGilakiGilakiGilakiGilakiGilakiGilakiGilakiGilakiGilakiGilakiGilakiGilaki

HawramiHawramiHawramiHawramiHawramiHawramiHawramiHawramiHawramiHawramiHawramiHawramiHawramiHawramiHawramiHawramiHawrami

LakiLakiLakiLakiLakiLakiLakiLakiLakiLakiLakiLakiLakiLakiLakiLakiLaki

LuriLuriLuriLuriLuriLuriLuriLuriLuriLuriLuriLuriLuriLuriLuriLuriLuri

MazandaraniMazandaraniMazandaraniMazandaraniMazandaraniMazandaraniMazandaraniMazandaraniMazandaraniMazandaraniMazandaraniMazandaraniMazandaraniMazandaraniMazandaraniMazandaraniMazandarani

Southern KurdishSouthern KurdishSouthern KurdishSouthern KurdishSouthern KurdishSouthern KurdishSouthern KurdishSouthern KurdishSouthern KurdishSouthern KurdishSouthern KurdishSouthern KurdishSouthern KurdishSouthern KurdishSouthern KurdishSouthern KurdishSouthern Kurdish

TalyshTalyshTalyshTalyshTalyshTalyshTalyshTalyshTalyshTalyshTalyshTalyshTalyshTalyshTalyshTalyshTalysh
ZazakiZazakiZazakiZazakiZazakiZazakiZazakiZazakiZazakiZazakiZazakiZazakiZazakiZazakiZazakiZazakiZazaki
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PARME: Data Collection

What sentences should the volunteers translate into their languages?

Sample randomly? → limited resources and time
Instead, select sentences strategically [Ambati et al., 2011]

Select sentences from a parallel corpus in Lang1‑Lang2
Lang1: Language familiar to translator
(Farsi, Turkish, Arabic or Kurdish)
Lang2: High‑resource language (English)
Maximize lexical diversity
Enhance semantic richness

Parallel Corpus (P)
Lang1 | Lang2

Sentence1 | Sentence1
Sentence2 | Sentence2
Sentence3 | Sentence3

...|
...

Sentencen | Sentencen

?
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PARME: Strategic Data Selection
1. Start with Bilingual Parallel Corpus P

2. Randomly select N sentences → C

3. For each candidate: calculate diversity score

4. Select top‑n scoring sentence pairs

5. Add to corpus C ‑ Repeat until corpus size

N,n = 3000 / corpus size: 15,000
⇒ a trilingual corpus (Lang1, Lang2, X)

Diversity Score Method:

D = Edit distance on Lang1 sen‑
tences

S = Semantic similarity on Lang2
sentences

scorei =
Di

S i

D ↑, S ↓⇒ score ↑
Rewards lexically diverse sentences
with different semantic content
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PARME: Manual Translation
Manually translate on spreadsheets
Follow translation guidelines

Consistent orthography (per translator)
Translate into the standard variety, otherwise into your dialect

At least two translators checked translations and assessed quality
⇒ 36,384 translation pairs in eight languages, 18 varieties and seven orthographies

BQI GLK HAC LKI MZN SDH TLY ZZA
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Figure 2: Number of translated sentences (→103) with
the number of dialects and volunteers per language.
36,384 sentences are translated by 45 volunteers in
eight languages in 10 weeks.

3.3 Quality Control
To ensure corpus quality, translators were per-
mitted to skip sentences containing inconsisten-
cies, spelling errors, code-switching, or named
entities. These criteria helped maintain focus
on cleanly translatable content while avoiding
potential sources of confusion or inconsistency.
Our quality control mechanisms included marking
empty translations for exclusion from the final cor-
pus and also, requiring translators to maintain con-
sistent orthography throughout their work, and pre-
serving source text as-is, to maintain parallel align-
ment integrity. Additionally, at least two transla-
tors were assigned to check the translations and as-
sess quality at the end of the translation initiative.

3.4 Corpora Statistics
Figure 2 illustrates the size of PARME which
overall contains 36,384 translation pairs with Luri
Bakhtiari (BQI) and Southern Kurdish (SDH) hav-
ing the least and the most number of translations,
respectively. All the translations are parallel with
references in English and Persian, except Zazaki
which has references in English and Northern
Kurdish. An analysis of length distributions across
the languages, shown in Figure C.1 for all the par-
allel corpora and in Figure C.2 for the test sets, re-
veals that Persian sentences typically contain more
tokens (8-12) than English (4-8), while transla-
tions closely follow English token patterns. This
systematic difference persists across all languages,

Figure 3: Cross-lingual coverage matrix showing paral-
lel sentence distribution across our selected languages.
Each cell indicates the number of shared sentences be-
tween language pairs. All translations are parallel with
references in English and Persian, except for Zazaki
having references in English and Northern Kurdish.

suggesting variations in how these languages and
their orthographies encode information at the word
level. In the case of Zazaki (ZZA), a perfectly over-
lapping distribution of the reference languages (En-
glish and Northern Kurdish), all written in a Latin-
based orthography, can be observed. Additionally,
we provide a coverage matrix in Figure 3 to show
the number of parallel sentences cross-lingually.

3.5 Evaluation Set

Given that rigorous evaluation is crucial for as-
sessing MT performance, creating a representative
evaluation test set requires careful considerations.
In cases where a standardized form of the language
is unavailable, the test set could uniformly rep-
resent all major dialects. As such, we set up a
methodical approach to dataset splitting with sen-
tences in the test set selected sequentially from the
parallel corpora according to the following criteria:
A. data contamination is avoided, i.e., if a sen-

tence is translated into more than one dialect,
they are both included in the same split;

B. selected sentences are consistently written in
one orthography;

C. for languages lacking a standard form, a bal-
anced distribution of dialects is ensured;

D. and finally, sentences that are translated
across the highest number of languages in
PARME are prioritized to be included in the
test set.
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suggesting variations in how these languages and
their orthographies encode information at the word
level. In the case of Zazaki (ZZA), a perfectly over-
lapping distribution of the reference languages (En-
glish and Northern Kurdish), all written in a Latin-
based orthography, can be observed. Additionally,
we provide a coverage matrix in Figure 3 to show
the number of parallel sentences cross-lingually.

3.5 Evaluation Set

Given that rigorous evaluation is crucial for as-
sessing MT performance, creating a representative
evaluation test set requires careful considerations.
In cases where a standardized form of the language
is unavailable, the test set could uniformly rep-
resent all major dialects. As such, we set up a
methodical approach to dataset splitting with sen-
tences in the test set selected sequentially from the
parallel corpora according to the following criteria:
A. data contamination is avoided, i.e., if a sen-

tence is translated into more than one dialect,
they are both included in the same split;

B. selected sentences are consistently written in
one orthography;

C. for languages lacking a standard form, a bal-
anced distribution of dialects is ensured;

D. and finally, sentences that are translated
across the highest number of languages in
PARME are prioritized to be included in the
test set.
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PARME: Evaluation Set
Create representative test sets for multi‑script multi‑dialectal translations by
1. Avoiding data contamination
2. Maintaining orthographic consistency
3. Representing all dialects
4. Prioritizing cross‑linguality

⇒ Approximately 1,000 test instances per language
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Experiments: NLLB Fine‑tuning

* No Language Left Behind covering 200 languages [Team et al., 2024]
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Experiments: Results
Baseline (zero‑shot) performance is poor
Fine‑tuning on PARME X‑EN→ substantial improvements
Augmented fine‑tuning on X‑EN & X‑(Lang1→EN)→mixed performance
Augmentation hurts languages initialized from CKB while beneficial for PES & KMR
Best performance→ fine‑tuning on PARME X‑EN for longer
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Experiments: Data Size Impact

Are performance improvements consistently proportional to data quantity?
⇒ Data quality and hyperparameters matter as much as quantity

Table 1

baseline 1000 best Dataset Size

Luri 0.75 2.4 3.67 1.748

Gilaki 1.98 3.63 5.51 5.42

Hawrami 0.9 3.49 6.98 7.794

Laki 1.89 6.25 16.54 3.418

Mazandarani 1.32 3.58 10.31 1.932

S. Kurdish 2.77 5.42 10.84 9.797

Talysh 1.03 3.22 3.25 2.103

Zazaki 2.82 3.18 2.89 4.172
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Conclusion

First parallel corpora for 8 severely under‑resourced ME languages (18‑23M speakers)
Community‑driven success: Native speakers volunteering in participatory research
Substantial MT improvements but much room for improvement
Reproducible framework
Opening new research avenues in NLP for ME languages
Language preservation: Digital resources can enhance language prestige and vitality

“Technology as a pathway to linguistic diversity preservation and digital inclusion”
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Thank You!
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